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Figure 4.4-Self-similar scaling; G = [b ?]. 

Figure 4.5-Self-affine scaling with Hz= 5/9. The shape of the balls models the average eddy 
shape; the flattening of the large balls models the fact that the atmosphere is increasingly stratified at large 
scale, and the small-scale vertically oriented balls correspond to .. convective" type eddies or "rain shafts". 

"Hadley" or "Ferrel" cells which are responsible for much of the transport of heat from the 
equator to the poles. Figure 4.5 shows an example of a deterministic self-affine fractal set. 
As expected, the structures which are initially horizontally flat at large scales become more 
an more vertically flat at small scales. 
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Figure 4.9-Differential rotation (stratification dominant). 

which corresponds to stratification dominance. The values indicated are undoubtedbly not 
too fundamental; in section 4.5 we will see that G is generally not linear: we have only 
estimated a local linear approximation. We must first study the statistical behavior of G-
or more precisely, the statistical behaviour of its local linear approximations. 

4.5 Scaling in Space and Time-The Example 
of Taylor's Hypothesis 

In both geophysical and laboratory flows, it is generally far easier to obtain high temporal 
resolution velocity data at one or only a few points rather than to obtain detailed spatial 
information at a given instant. It is therefore tempting to relate time and space properties by 
assuming that the flow pattern is frozen and is simply blown past the sensors at a fixed 
velocity without appreciable evolution, and to directly use the time series information to 
deduce the spatial structure. This idea and its generalizations are discussed below. 
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Empirical Evidence Of Non-Linear GSI
In The Surface-Layer
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Extremes

Divergence of moments (qD) can be observed on 
individual samples of data (implies D<1)
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Figure 3.11: The exceedance probability of the positive (red) and negative (blue) velocity
increments in figure 3.10, in log-log plot. The slope of the tail corresponding to the power law
of the distribution is -3.7.

In Schertzer et al. [2006], Bernardara et al. [2008] and Clauset et al. [2009] a

selection of methods are tested concluding that classical estimators of probability

tails have two problems. First, all methods consider samples of independent

outcomes, an assumption that does not fit with long range dependence. Second,

most methods assume the existence of a power-law, i.e. they always yield a given

estimate of its exponent, independently of its relevance (see Schertzer et al. [2006]

and Bernardara et al. [2008] for a discussion on a ‘generalized Hill estimator’ that

yields a signed shape parameter that helps to avoid this problem). In Clauset

et al. [2009] it is shown that a combination of the Kolmogorov-Smirnov or KS

statistic for the estimation of s
min

followed by a maximum likelihood estimator

(MLE) gives the best results. The details of why this is will not be discussed

here more than the accuracy of the MLE can decrease for sample sizes N < 500.

If this is the case a third criteria must be used. However, since the minimum

sample length for this study is 3500 (truncated to a base two power integer in

general for scaling analysis, e.g. N = 211) we are well within the recommended

number of samples. Finally, the programs can be directly downloaded from the
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Peaks occur
when there 

is qD
qD ~ 4

The moments of order q>qD are infinite - 
much more frequent extremes
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